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ABSTRACT

Crowdfunding continues to transform financing opportunities for many across the globe. While
extensive research has explored factors related to fundraising success, less is known about the
social signaling mechanisms that lead potential contributors to fund a project. Existing large-scale
observational studies point to non-straightforward characteristics of prior contributions (so-called
“crowd signals”) that forecast further contributions to a project, albeit without theoretical support
for their effectiveness in predicting fundraising success. Here, we translate empirical crowd signals
based on variations in the amounts and timings of contributions into mock contribution scenarios
that allow us to scrutinize the influence of essential signals on contributors’ decisions to fund. We
conduct two experiments with 1, 250 subjects who have contributed previously to real crowdfunding
projects. The first experiment investigates whether high crowd signals, i.e., contributions of varying
amounts arriving at unequally spaced time intervals, are making people more likely to contribute to
a crowdfunding project. The second experiment further examines the effect of basic competition
on the role of the crowd signals. Across both, we observe that high crowd signals attract 19.2%
more contributors than low signals. These findings are robust to different project types, fundraising
goals, participants’ interest level in the projects, their altruistic attitudes, and susceptibility to social
influence. Participants’ unguided, post-hoc reflections about the reasons behind their choice to
fund revealed that most were unaware of their reliance on any crowd signals and instead attributed
their decision to nonexistent differences in project descriptions. These results point to the power of
crowd signals unbeknownst to those affected by them and lay the groundwork for theory-building,
specifically in relation to the essential signaling that is happening on online platforms.
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1 Introduction

Online fundraising (aka “crowdfunding”) is the process of funding a project or venture by raising small amounts of
money from a large number of people outside traditional financial institutions and typically via web-based platforms [1].
It is a rapidly-growing industry with several applications, for instance, in disaster relief and political campaigns, as well
as supporting artistic, entrepreneurial, and scientific endeavours [2, 3]. Due to its broad societal relevance, crowdfunding
has attracted significant interest in industry and policy-making, but also extensive research in various fields including
social computing, entrepreneurship, law, public management, and the social sciences [4].



Despite several highly visible success stories (e.g., Khushi Baby1, Oculus Rift2, or the Ocean Cleanup3), most
crowdfunding projects fail to reach their fundraising goal [1, 5]. As a matter of fact, between 2014 and 2022, only 38%
of projects posted on Kickstarter and 13.3% of projects on Indiegogo were successfully funded [6]. As signaling theory
suggests [7, 8], when deciding which projects to fund, potential contributors4 pay attention to the characteristics of
projects and their creators [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. Despite these details, crowdfunding remains a
low-information and high-risk setting for most contributors. In an attempt to make up for the information asymmetry
between them and project creators, possible contributors knowingly or unknowingly observe the behavior of others on
the platform. For instance, they inspect how much was contributed to a project and when, which provides them with
clues about the amount to contribute and when to do so [20, 21, 22, 23, 24, 25, 26]. Such social influence is common
especially when it is difficult to establish the merit of a project [27, 21]. This influence, mediated by social signaling
can lead to substantial (rational or irrational) herding in crowdfunding [21, 28, 29, 30, 31], depending on whether serial
contributors with a successful track record or random novices are being imitated [32].

The crucial signaling among contributors on crowdfunding platforms prompts investigations into crowd behaviors
that stimulate participants to contribute, and are therefore associated with successful fundraising. Recent research
based on large-scale observational data from real crowdfunding sites has identified crowd signals associated with
successfully funded projects across different types of crowdfunding markets [25, 33]. The promise of such crowd
signals is substantial. First, they can provide useful heuristics when deciding whether to fund or not, even in the
presence of incomplete data about projects and their creators. Second, crowd signals use the full potential of the wisdom
of crowds. Many contributors who are active on crowdfunding platforms have considerable experience and expertise as
investors, and can guide an attentive crowd to meritorious projects. Third, crowd behavior might provide early-warning
signals through changes in contribution dynamics that reflect excitement and trust, or, on the contrary, uncertainty and
disbelief. Fourth, crowd signals can potentially provide an alternative to relying on traditional proxies of merit and
creditworthiness that are prone to social biases. Fifth, according to signaling theory, differential crowd signals offer a
potential explanation for how crowdfunding projects of similar quality can end up with different funding outcomes,
depending on the approval conveyed via social signaling [17].

Currently, we are lacking essential knowledge to fulfill these promises. Existing evidence about the effectiveness of
crowd signals is based entirely on observational data obtained from complex, evolving online platforms [34]. These
data may contain multiple confounding factors which can interfere with the effect of the crowd signals. Therefore,
we need experimental validation that can uncover when and how crowd signals work, offering a more nuanced
understanding of their efficacy in predicting funding outcomes online. Although much has been written based
on signaling theory about how project creators convey value in crowdfunding (e.g., via writing quality or human
capital [13, 18]) and how herding impacts crowdfunding outcomes [21, 30, 31, 35], considerably less is known about
the signaling mechanisms that impact people who are on the verge of deciding whether to contribute to a project or not.
Arguably, this gap in the literature represents one of the most puzzling questions related to crowdfunding, prompting us
to investigate whether and under what conditions some potential funders are less likely to act upon social signaling than
others.

To fill this gap, we conducted carefully-designed randomized experiments that allow for direct comparisons between
contribution scenarios that encode different crowd behaviors. We used prior observational work to map behaviors onto
artificial crowd signals. In our experiments, we created a mock crowdfunding setting to test how the signals affect
people’s decision to fund a project. This setup enabled testing whether crowd signals were making people more or less
likely to contribute to a crowdfunding project (RQ1). Then, we addressed the question of whether observing projects of
comparable description quality affects the role of crowd signals in peoples’ project choices (RQ2). Finally, we checked
whether individual characteristics like interest in the project category, people’s altruism, and their susceptibility to social
influence were impacting the selection of projects with different crowd signals (RQ3).

We conducted our experiments with 1, 250 Amazon Mechanical Turk (MTurk) workers who were all familiar with
crowdfunding, having previously contributed to projects at least once a year. We thoroughly tested the robustness of our
results against (i) project category and fundraising goal, (ii) whether people are presented with one project description
or offered two competing ones, (iii) differences in participants’ interest in the projects, (iv) altruistic attitudes and
susceptibility to social influence, and (v) a suite of demographic characteristics, such as age, gender, and socio-economic
status. To better understand participants’ decision-making, we collected and analysed qualitative reflections about their
thought process.

1www.khushibaby.org
2www.oculus.com/rift
3www.theoceancleanup.com
4Crowdfunding literature has used various terms to denote people who pledge funds on various types of platforms, calling them

“investors,” “donors,” “backers,” or “supporters.” Here, we refer to people who provide funds as “contributors” and “funders.”
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The rest of the paper is structured as follows: First, we introduce literature on indicators of project success in
crowdfunding and discuss factors related to crowd behavior that may influence contributors’ project selection. Then,
we describe the experiment design, i.e., how we created mock crowdfunding projects and artificial crowd signals, and
how we chose the measures used to evaluate participants’ preferences in terms of project categories, their altruistic
tendencies, and susceptibility to social influence. This is followed by a description our experiments, a presentation of
the results, and a discussion of the implications of our findings for crowdfunding platforms and users.

2 Related Work

In this section, we introduce prior research that informed our study and experiment design. First, we discuss project-
related correlates of success most of which we control for in our experiments. Then, we describe the crowd signals
that we experimentally evaluate. Finally, we discuss relevant work on factors that could influence the role of the crowd
signals, and hence form the basis of our robustness tests throughout all experiments.

2.1 Project-related indicators of success in crowdfunding

Extensive research has tried to uncover the factors associated with higher probabilities of successful fundraising. The
majority of existing work focuses on factors related to characteristics of the projects such as the project description [16,
10, 9, 11, 15], media content (e.g., the use of videos to persuade audiences or capture their attention) [11, 1, 14], project
updates [12, 36] and promotional activities on social media [37, 38, 39, 38], as well as the requested amount [1, 40,
41, 42] and the duration of the fundraising effort [40, 42]. Other studies have also looked at the characteristics of the
project creators, e.g., their reputation [43], ability to attract funders early in the campaign and build a community of
supporters [37, 44, 45], as well as the project creator’s social capital [13, 46, 47, 41, 48, 49].

Among these studies, there is general consensus that identifiable signals of project quality and project creators’
engagement play a significant role in attracting contributions, which lead to a successfully funded project. However, a
significant drawback of relying on project-related factors for prediction in online collective behavior is that these factors
inherently depend on changes in the various algorithms that underpin basic functions on these platforms [34, 50, 51].
This is because project-related factors are often specific to the platforms on which the projects are created and hence
fail to generalize across different sites where collective action is important. These challenges therefore call for seeking
more universal knowledge.

2.2 Crowd signals as indicators of success in crowdfunding

To overcome these challenges, recent work has begun exploring general approaches for evaluating collective outcomes in
crowdfunding using signals deduced from the behavior of the contributing crowd. For example, research that examines
the effects of crowd behavior on fundraising success demonstrates that the amount of the first contribution to the
project [35] and the timing of contributions [52, 44, 53, 37], as well as other descriptors of crowd dynamics [22, 24, 53]
are correlated with fundraising success. For instance, having large initial contribution amounts and many early
contributors to a fundraising campaign may signal project quality and funders’ confidence in a project—factors that
can ultimately lead to a project’s success [44, 35]. Additionally, having many early contributors can also lead to more
opportunities to obtain subsequent contributions through potential information cascades and social influence [54, 21].
The significant signaling among crowd members in online fundraising and its effects on collective decision-making
outcomes is therefore incomplete without the study of crowd signals associated with successful fundraising.

As systematized in prior research [33], these signals include the number of contributors of a project, the time between
the project is posted online and the arrival of the first contribution, the time between the first and last contribution when
the project reached either its goal or the fundraising deadline, the coefficient of variation in the inter-contribution times,
and the coefficient of variation in the contribution amounts. Of these signals, those requiring information about the last
or all contributions to a project are less practical from the perspective of a decision aid while the project is still running.
Additionally, the times between project start and first contribution as well as the time between first and last contribution
have been shown to be less stable predictors across crowdfunding markets than the rest [33].

This leaves us with robust and promising evidence for the predictive value of variation in the amounts and times of
contributions. Specifically, successfully funded projects are associated with greater variation in contribution amounts
and inter-contribution times compared to failed projects. Moreover, the predictive value of these crowd signals is higher
than the predictive power of project-related factors [33]. As promising as they are, the role of these two crowd signals
has not been validated in a controlled setting which would enable deducing a direct link between crowd signals and
individual decision-making. Our current work aims to fill this important gap.
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2.3 Motivational and predispositional factors impacting crowd behavior on crowdfunding platforms

To test the robustness of the crowd signals we investigate whether they are impacted by social factors that have been
demonstrated to affect participation in and contribution behavior on crowdfunding platforms.

These factors include people’s interest in the project topic (hereafter project category) [55, 56, 57], their altruistic
tendencies [58, 59, 60], and susceptibility to social influence [59]. For example, in online political crowdfunding, prior
research shows that people’s political interests positively increase their intention to participate [55]. In general, there is
also evidence that people tend to gravitate towards supporting causes in which they are interested in personally [56, 57].
Existing research also provides empirical evidence that the altruism of contributors increases individuals’ intention to
participate and the likelihood of a project’s success [58, 59, 60]. Additionally, social relations among contributors and
their compliance to social norms has also been shown to influence crowd behavior in online fundraising [59, 35, 46].

While these studies provide ample evidence on how the above factors affect individuals’ behavior in crowdfunding, less
is known about how they may interact with crowd signals in determining the likelihood of contributing to a project.
Therefore, our work also examines whether the effect of the crowd signals depends on such factors.

3 Experiment Design

To conduct experiments, we recruited 1, 250 English-speaking participants located in the United States through Amazon
Mechanical Turk (MTurk). To ensure that the participants were representative of crowdfunders, we included screening
questions at the beginning of the experiment (see Appendix) and only recruited crowd workers that (i) demonstrated
familiarity with the concept of crowdfunding, (ii) correctly identified examples of crowdfunding platforms, (iii)
participated in crowdfunding at least a few times a year, and (iv) had contributed to or created a crowdfunding campaign
in the past. Figure 1 shows a summary of the crowd workers’ responses to questions (iii) and (iv). Crowd workers
that have never participated in crowdfunding were excluded from participating during a screening survey, prior to the
experiments. Of all the 1, 250 crowd workers that attempted the screener, 82.32% passed this screening on familiarity
with crowdfunding and got enrolled in the study as participants.

Additionally, considering that crowd workers typically come from specific socio-economic backgrounds that may
have implications on how they tend to make decisions online [61, 62], we ensured that the demographics of the
crowd workers closely mirrors individuals who take part in crowdfunding campaigns as reported on the crowdfunding
platforms KickStarter and Indiegogo5. To ensure data reliability, we further restricted the survey to participants with a
Human Intelligence Task (HIT) approval rate greater than 98% to be consistent with both influential and recent articles
on MTurk methods [63, 64, 65, 66]. Furthermore, we included filters to ensure that participants had not taken prior
crowdfunding surveys from our team and were above the age of 18 and capable of consent. Finally, to ensure that
participants observed the same experiment design layout, we only considered participants using a desktop or laptop
computer and not a mobile device.

Figure 1: Trends for participation in crowdfunding for our sample of MTurkers. Left: Frequency of use of crowdfunding
platforms and Right: type of use. Crowd workers who indicated that they have never participated in crowdfunding or
who did not use such platforms as a contributor or project creator were excluded from participating during a screening
survey, prior to the experiments.

5https://artofthekickstart.com/crowdfunding-demographics-kickstarter-project-statistics/
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3.1 Creating Artificial Crowd Signals

Crowdfunding platforms contain “contribution lists” that show users when and how much others have already contributed
towards a specific project. Our main goal is to test experimentally whether the amounts and timings of individual
contributions (e.g., $20 offered 2 hours after the launch of the crowdfunding campaign) shown in the contribution list
are linked to the likelihood that people fund the project. See Section 2.2 for details about why we focus on amounts and
timings of contributions.

When creating artificial contributions lists, we made specific details about project contributions the same in order to
focus exclusively on the crowd signals that we test. Consistent with most crowdfunding platforms that display a few
contributions on each project, every list contained the same number of most recent contributors (four). Moreover, we
made sure that the four recent contribution amounts added up to $400 in each list so that no list appeared to be raising
more money than the other. We chose to show that 80% of the fundraising goal had been raised to signal that all projects
had an equal chance of success. Finally, we specified individual contribution amounts and times that reflect high and
low crowd signals.

To compute specific amounts and contribution times for high and low crowd signals, we analysed data from prior
observational studies that comprise nearly four million contributions from three different crowdfunding platforms i.e.,
lending, equity, and charity platforms [33]. From these data, we first computed the mean coefficient of variation in
amounts and inter-contribution times on each of the three crowdfunding platforms using the first four contributions for
each project. We aimed to create artificial crowd signals that were above and below the computed means on all three
real-world platforms.

Specifically, to select the individual values for each contribution list, we considered realistic and easily understandable
values for the contribution amounts (see Table 1). For example, a contribution list consisting of the amounts $100, $10,
$40, and $ 250 (High A) has a variation in amounts of 1.068, which is higher than average based on observational
data and is substantially larger than the variation of the list $85, $100, $120, $95 (0.147, Low A). Similarly, four
contributions arriving 2 days, 3 hours, 2 hours and 1 hour before the participant’s selection, respectively is indicating
high variation in contribution times (1.833, High A), while contributions arriving 2 days, 36 hours, 1 day, and 6 hours
before selection indicate low variation in times (0.659, Low A).

For each high/low crowd signal condition, we combined information about amounts and times ensuring that both
variances were either high or low. This decision was motivated by prior work that points to the joint value of both
components of crowd signals. While it might be worth testing in future work, here we do not aim to untangle whether
and what individual effect the amount vs. time-based components of crowd signals have (more about this in Section 6).
To ensure that the results are robust to the exact choices of amounts and times, we created two sets of low and high
values and combined them into four high crowd condition pairings and four low crowd condition pairings.

Table 1: Components of high and low artificial crowd signals used in the treatment conditions. The contribution times
shown to participants are obtained from subtracting each value from 48 hours, as if the project would have started 2
days before the participant makes their decision. To ensure that the contribution lists are truly reflecting high vs. low
crowd signals, we use the same number of recent contributions (4) and the same total amount of funds raised ($400).
The artificial values are the same across all projects in a category.

Crowd Signal Component Condition (Value) Artificial Values
Coefficient of variation High A (1.068) $100, $10, $40, $250
in contribution amounts High B (1.173) $85, $15, $30, $270

Low A (0.147) $85, $100, $120, $95
Low B (0.183) $80, $110, $120, $90

Coefficient of variation High A (1.833) 0hrs, 45hrs, 46hrs, 47hrs
in inter-contribution times High B (1.568) 0hrs, 40hrs, 46hrs, 47hrs

Low A (0.659) 0hrs, 12hrs, 24hrs, 42hrs
Low B (0.673) 12hrs, 24hrs, 32hrs, 47hrs

3.2 Procedure

We conducted two separate experiments (see Figure 2 for a sketch of the experimental procedure). In the first experiment
(i.e., “single description layout”), we investigate whether high crowd signals are making people more likely to contribute
to a crowdfunding project (RQ1). First, participants are randomly assigned to one of four project categories. Then,
they are shown one project description and two different contribution lists to choose from. In this experiment, the
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single description layout ensures that we are only testing specifically for the effect of the manipulated crowd signals,
while minimizing the impact of any potential confounding variables. We repeat this process so that each participant
performs the task twice, i.e., they see two projects in total. In the second experiment (i.e., “two-description layout”),
we investigate whether observing projects of comparable description quality affects the role of the crowd signals in
people’s choices of projects (RQ2). Building on the first experiment, we further investigate the effect of the crowd
signals on contributors’ behavior when there are two comparable project descriptions which mirrors the choice aspect
of real-world decision-making scenarios in crowdfunding. In this experiment, participants are split between a control
and treatment group and randomly assigned to one of four project categories. Participants in the control group had to
select one of two project descriptions of similar quality from the same category. Participants in the treatment group
were shown two project descriptions of similar quality from the same category associated with a contribution list each,
such that they had to choose one from two projects. In both the control and treatment groups, we repeat this process so
that each participant sees two projects in total.

In both experiments, we further asked participants to explain why they selected one project or contribution list over
another so as to gain a better understanding of why they behaved the way they did.

To ensure that participants paid attention to the visual information displayed in the contribution lists, we incorporated
attention checks into the survey. It is important to highlight that participants responded to the attention check questions
after completing the selection task and when they could no longer see the project selection screen. Participants therefore
had to recall how many contributions were visible on the project description page, what the project’s fundraising goal
was, and how much money the campaign had raised when this information was no longer visible to them. These
demanding attention checks are therefore more stringent compared to most commonly used instructional manipulation
checks (IMC) e.g., “you should not answer this question if you read it; it is to check your attention”. While the chosen
attention checks result in a much higher participant task failure rate compared to other MTurk studies that employ IMCs,
the reported failure rate is comparable with survey studies and ensures that participants indeed perceived all the aspects
of the information that characterize our treatment conditions [67, 68, 69]. Furthermore, we considered task responses
from participants that passed at least one attention check on each task.

At the end of each experiment, participants completed a set of questions to assess their interest in the topic of the
category, altruistic tendencies, and susceptibility to social influence. Finally, each participant was paid $3 USD upon
completing the survey,including crowd workers that failed all attention check questions.

Figure 2: Experiment procedure: Both experiments begin with a screening and demographics survey to ensure that
participants are familiar with crowdfunding and are demographically representative of crowdfunders in the real world.
Participants in experiment 1 are randomly assigned to one of four project categories where they perform a selection task,
twice. Participants in experiment 2 are split between control and treatment groups, randomly assigned to one of four
project categories, and also perform a selection task, twice. In both experiments, participants conclude by completing a
questionnaire on prosocial behavior and interest in project topic.
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3.3 Creating Comparable Mock Crowdfunding Projects

We created mock crowdfunding projects to experimentally validate the role of crowd signals related to the behavior of
funders rather than the characteristics of project creators or projects in predicting successful fundraising. The project
descriptions are inspired by real crowdfunding listings from the platform GoFundMe.com6. To test our hypotheses, we
selected four different topic categories at varying fundraising goals. The projects sought funds for homeless people (goal:
$5,000), community caddies (goal: $50,000), 3D printing PPE for essential workers (goal: $10,000), and attending a
high school robotics competition (goal: $5,000). For each project category, we selected four real crowdfunding projects
from GoFundMe. Half of these projects were successfully funded on GoFundMe and half were not. Within each project
category, we altered project-related factors that may influence fundraising outcomes to make them consistent. These
factors include the project’s description length, writing quality, target amount, media content, location information,
and details about project execution. For example, we used generic project names (e.g., Community Caddie Fund #1)
rather than the real titles to make the projects unidentifiable, removed location information to prevent regional bias,
and dropped images and any other media content that might confound the effect of the crowd signals. To make the
project descriptions within each category comparable, we modified them to achieve similarity in the number of words
(description length). Then, we relied on the proselint7 score, Grammarly8 (e.g., readability score, and total score), and
Flesch–Kincaid readability tests [70] to measure and compare the description quality. Pre-testing the descriptions with
N = 136 subjects from MTurk revealed that participants were highly sensitive to the slightest differences in language.
For instance, they picked up on certain words that they preferred over others, even though the requests were similar.
Therefore, within each category, we manually edited the descriptions to make them as similar as possible. We tested
whether participants’ preferences for different descriptions from the same category were uniform within the control
condition of experiment 2. Section 5.4 details our results.

3.4 Measures of motivational and predispositional factors

The primary outcome we sought to investigate was the number of times a project was selected by participants under
the two different treatment conditions, i.e., high/low crowd signals. To achieve this, for each treatment condition, we
counted the number of selections as the dependent variable.

In addition, we wanted to explore the reasons why participants chose a project in one treatment condition over the
other. To do this, we asked participants to provide open-ended responses why they made a specific project selection
after the fact. We then analysed the responses using qualitative content analysis [71]. This method entails a bottom-up,
inductive approach starting with open coding of all the data into the treatment conditions of high/low crowd signals, and
iteratively adding other categories as they emerge. Using this method, we came up with five categories that encompass
participant’s reasons based on subtle differences in the project descriptions, different crowd treatment conditions (i.e.,
high crowd signals and low crowd signals), as well as selecting projects at random and for other reasons that were
difficult to group into a meaningful category. To enable multiple annotators to label participants’ open-ended responses
into the above categories, an initial code-book was developed. This code-book emerged without regard to experimental
conditions and project categories. For each of the two experiments, two independent annotators coded 20% of the data
and discussed disagreements. After this discussion, the annotators coded a different 36% of the corpus and reached an
agreement of k = 0.71 and k = 0.80 in the first and second experiment, respectively.

To investigate whether contribution lists corresponding to high vs low crowd signals shown to the participants could
be affected by other factors that might influence fundraising outcomes [58, 60, 59] (see Section 2.3 for more details),
we included a post-survey to evaluate the effect of crowd signals depending on participants’ level of interest in a
project category, their altruistic tendencies, and susceptibility to social influence. After participants made their project
selections, we measured their baseline level of interest in the project category using a 3-point Likert scale (“Not at all
interested” (0), “Somewhat interested” (1), “Very interested” (2)). To assess participants’ altruistic tendencies, we used
the altruistic personality and the self-report altruism scale [72]. The 20-item scale measures the frequency with which
one engages in altruistic acts primarily toward strangers on a 5-point scale ranging from “Never” (0) to “Very Often”
(4). Finally, to measure participants’ susceptibility to social influence (SSI), we adapted social influence scales from
prior work that investigates social influence in online social networks [73]. The adapted scale captures different facets
of SSI such as individuals’ susceptibility to informative and normative influence [74], as well as their tendency to seek
information from others [75]. The 18-item SSI scale captures people’s tendency to comply with social norms and to pay
attention to other’s behavior. For each item, we used a 5-point Likert scale (“Strongly disagree”, “Disagree”, “Neither
agree or disagree”, “Agree”, “Strongly agree”) as a continuous measure.

6www.gofundme.com
7www.proselint.com/lintscore
8www.grammarly.com/
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4 Experiment 1: Single-Description Layout

In the first experiment, we recruited participants (N = 500) who were randomly assigned to two of the four possible
project categories (homelessness, caddies, PPE, STEM), one for each of their two tasks. Participants were randomly
shown one of four possible projects from those categories. Every task included a project description and two artificial
contribution lists from the treatment condition, i.e., high and low (see Figure 3). Participants were then asked to indicate
which contribution list would make them more likely to give money for the project.

Figure 3: Example task presented to participants in experiment 1. Each participant saw a project description with two
different contribution lists belonging to the high and low treatment condition. Project category shown in this example:
Supporting the manufacture of Personal Protective Equipment (PPE) with 3D-printing.

4.1 Participants

Of the 500 participants from this experiment, 490 completed the survey and 324 passed at least one of the attention
checks. Of these 324 participants, 57% were male. Most of them were between 30-49 years old (62%), Caucasian
(78%), had an annual income less than $75, 000 (70%), and held a college or advanced degree (69%). Each participant
made two independent selections from two different project categories. Therefore, hereafter, we report results at the
level of selections instead of participants.

4.2 Results

More participants chose contribution lists with high than low crowd signals. To investigate whether observing
high values of momentum and variation in contribution amounts makes people more likely to join a contribution list,
we counted the number of occurrences when participants selected to contribute towards a list with high or low crowd
signals (329 vs 253 selections, respectively). We observed that a project is 30% more likely to attract contributors when
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assigned a contribution list with high rather than low crowd signals. This implies that participants systematically choose
projects with high over low crowd signals (Table 2).

Table 2: Overall number (and percentage in parentheses) of project selections between high and low treatment condition
contribution lists. In both experiments, lists with high crowd signals were selected more than projects with low crowd
signals. Altogether, the high condition was chosen 19.2% more often than the low condition.

Number and Corresponding
Percentage of Selections

High
Condition

Low
Condition Total

Experiment 1 329 (56.5%) 253 (43.5%) 582
Experiment 2 322 (52.4%) 293 (47.6%) 615
Total 651 (54.4%) 546 (45.6%) 1197

Table 3: Participants’ project selections by project category and fundraising goal across the two experiments. More
respondents preferred projects with high momentum and variation than low momentum and variation in all four project
categories, with the exception of caddies in experiment 2.

Number and Corresponding
Percentage of Selections

Category Treatment Experiment 1 Experiment 2 Total
Caddies High 78 (53.4%) 62 (44.9%) 140 (49.3%)
Goal = $50,000 Low 68 (46.6%) 76 (55.1%) 144 (50.7%)
Homelessness High 83 (56.8%) 102 (55.1%) 185 (55.9%)
Goal = $5,000 Low 63 (43.2%) 83 (44.9%) 146 (44.1%)
PPE High 91 (61.5%) 56 (50.9%) 147 (57.0%)
Goal = $10,000 Low 57 (38.5%) 54 (49.1%) 111 (43.0%)
STEM High 77 (54.2%) 102 (56.0%) 179 (55.2%)
Goal = $5,000 Low 65 (45.8%) 80 (44.0%) 145 (44.8%)
Total High & Low 582 615 1197

These findings hold across different project categories and target amounts. To investigate whether participants’
preference for high crowd signals is influenced by differences in project categories or fundraising goals, we analysed
the frequencies in selections separately for each project category. Across the different categories with fundraising
goals ranging from $5,000 to $50,000, participants consistently chose projects with high crowd signals (Table 3).
Specifically, they preferred the high over low conditions 14.7% more often in the community caddies category, 31.7%
in homelessness, 59.6% in PPE, and 18.5% in STEM. This variation between categories is substantial, and does not
seem to correlate with the target amount. All in all, our main finding of experiment 1 is robust to different crowdfunding
project categories and fundraising goals.

Participants preferred high over low crowd signals in open-ended responses. When further asked why they
selected one contribution list over the other, most participants (66.4%) mentioned that they made their selection based
on the crowd signals, e.g., “The even donations caught my eye” or “I liked the wider range of contribution amounts in
the second list.” Participants produced these explanations without any prompts that would have guided them to provide
answers related to, e.g., the consistency or variation in amounts. Importantly, according to their free text responses,
more participants preferred the high treatment condition (43.99%) than the low treatment condition (24.74%). Most
notably, participants interpreted the presence of small contributions in the high treatment condition as a signal for a
project’s broad appeal across a wide range of demographics. For example, as one participant noted:

“The list I chose had donation amounts that varied from 10 dollars to 250 dollars. This makes me feel
like there is more freedom in the amount you are expected to donate and makes me more willing to
donate. The other contribution list had donations that were all around 100 dollars.”

Other participants interpreted the presence of uniform contribution amounts and timings in the low treatment condition
as a signal for consistency, confidence, or consensus among the funders about the projects’ merits. For example, as one
participant noted:
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“I chose the first list as it had a more even distribution of contributions - they were all relatively in the
same dollar range. This made me feel like people seemed to feel the same amount of confidence in
the project.”

A smaller group of participants (13.4%) indicated that they selected a list at random (e.g., “It was a toss up - they
both were equally funded with pretty similar amounts”) and the remaining 17.1% provided reasons that could not be
classified clearly into any of the above categories (e.g., “I preferred the first one”). Figure 4 (Left) provides a summary
of these findings.

Figure 4: Percentage of participants (x-axis) that made their selection choices based on the reasons indicated on the
y-axis.

The influence of crowd signals is strongest among participants who are susceptible to social influence. To better
understand whether participants’ motivational and predispositional tendencies are associated with their selections in
experiment 1, we grouped them based on their reasons for choosing one contribution list over the other. Conducting
a one-way omnibus analysis of variance (ANOVA), we observed a significant difference in the distribution of social
influence scores (F = 29.731, p < 0.001), altruism scores (F = 8.246, p < 0.001), and baseline interest in a project
category (F = 5.845, p = 0.001) across the groups. To further investigate which groups are significantly different from
each other, we performed multiple post-hoc pairwise comparisons using Tukey’s Honest Significant Difference (HSD)
test (Table 4).

Across groups of people who prefer high or low crowd signals, we observed no statistically significant differences in
the means of their social influence scores, altruism scores, or baseline interest in a project category. Hence participants’
response to the crowd signals is not affected by susceptibility to social influence, altruism, or interest in the project
topic. It is however worth noting that participants who selected the low treatment condition because they preferred
consistency in contribution amounts (e.g., “I chose randomly as I didn’t see which choice was different than the other.”)
were the most susceptible to social influence. Participants who selected projects at random were the least susceptible to
social influence and showed significant differences in the means of their social influence scores in comparison with
participants that were influenced by the crowd signals, both low and high. We observed no significant difference in
participants’ altruism scores or baseline interest in a project topic in any of the pair-wise comparisons.

Table 4: Post-hoc Tukey Honestly Significant Difference (HSD) test results for one-way ANOVA on participants’
susceptibility to social influence, altruism, and baseline interest in a project category across different groups based on
the coded open-ended reasons for selecting one contribution list over another. Significant at p-values: ***: 0.001, **:
0.01, *: 0.05

Experiment 1: Post Hoc Tukey test results for ANOVA

Social Influence mean
(group1)

mean
(group2) diff se T p-tukey

High - Low 31.434 34.264 -2.830 1.439 -1.967 0.201
High - Random * 31.434 26.372 5.062 1.787 2.833 0.024
Low - Random *** 34.264 26.372 7.892 1.942 4.064 0.001
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5 Experiment 2: Layout with Two Descriptions

While experiment 1 evaluated the role of crowd signals in participants’ selections from two contribution lists for the
same project description, people typically observe multiple projects on crowdfunding platforms. To evaluate the validity
of our main finding from experiment 1, namely that participants prefer consistently the high over the low crowd signal
condition, we conducted a second experiment to investigate whether this result is consistent using a different layout that
emulates the presence of competing projects. To control for the effect of different project descriptions on participants’
choices, we now split participants into control (N = 250) and treatment groups (N = 500), as described below.

5.1 Control Condition

In the control condition, participants observed project features but no contribution lists, i.e., there was no indication of
crowd signals (see Figure 5). Randomly assigned to one of the four possible project categories, participants were shown
side-by-side two different project descriptions. They were then asked to indicate which of the two projects they would
rather contribute to. They performed this task twice, with two different pairs of project descriptions from the same
category. This set-up allowed us to collect the baseline appeal of all campaigns.

Figure 5: Example task presented to participants in the control group of experiment 2. Each participant saw two project
descriptions without any contribution lists. Project descriptions shown in this example are from the PPE category.

5.2 Treatment Condition

In the treatment condition, we provided information about crowd features by using the same artificial contribution
amounts and times as in experiment 1 (Table 1).

Figure 6: Example task presented to participants in the experiment 2 treatment group. Each participant saw two
similar project descriptions with two different contribution lists; one belonging to the high treatment condition and one
representing the low treatment condition.

11



Through the contribution lists, each project signaled therefore either low or high crowd signals. Similar to the control
condition of experiment 2, participants were presented side-by-side two project descriptions from the same category.
One of the descriptions was followed by a contribution list with low crowd signals, the other was presented with a
contribution list from the high condition (see Figure 6). Participants were again asked to select the project that they
were more likely to contribute to. They repeated the task with different pairs of descriptions from the same category,
such that each participant provided two selections.

5.3 Participants

For experiment 2, we recruited 750 participants in total (250 for the control group and 500 for treatment). 228 of
the participants in the control group and 462 participants in the treatment group completed the survey. Of the 462
participants in the treatment group, 308 passed the attention checks. Altogether, we conducted the analysis on the
responses of 536 participants. Out of these, 51% were male. Most of them were between 30-49 years old (61%),
Caucasian (75%), had an annual income less than $75, 000 (68%), and had a college or advanced degree (69%).

5.4 Results

Participants had no strong preferences for different descriptions used in our experiments. To test for possible
confounding effects potentially introduced by different project descriptions from the same category, we measured
the percentage of times that each project description was selected in our control condition as the project’s baseline
appeal. Our findings show that each project’s baseline appeal ranged from 30.6% to 65.3% with most of the descriptions
likely chosen at random (mean = 50.0%, standard deviation = 10.0). Additionally, we found no significant relationship
between participants’ baseline appeal for each project in the control condition and participants’ preferences for different
contribution lists in the treatment condition. Therefore, this set-up helped test that the project descriptions used in the
layout with two descriptions did not confound the influence of the crowd signals.

As observed in experiment 1, more respondents chose to contribute towards projects with contribution lists that
encoded high than low crowd signals. Similar to experiment 1, participants in experiment 2 selected contribution
lists in the high treatment condition more often than lists in the low treatment condition (Table 2). This trend was
consistent across different project categories, with the exception of golf caddies, which aimed to raise $50,000 (Table 3).
We believe that this unique result might be due to a lower interest in the project category (mean=1.565, standard
deviation=0.627) compared to the other three categories (mean=2.398, standard deviation=0.632). This decreased
interest might have resulted in participants not paying close attention to the selection task in this specific category.

Most participants attribute their choice to negligible differences in project descriptions. In contrast to experi-
ment 1 where participants selected one of two contribution lists belonging to the same project description, participants in
experiment 2 had to select one of two separate project descriptions followed by a high and low condition contribution list,
respectively. Participants in experiment 2 therefore had to evaluate the information presented in the project descriptions
and the crowd signals encoded in the contribution lists. When asked why they preferred one project over another, most
of them (54.83%) mentioned that they made their selection based on project descriptions. Participants attributed their
choice to negligible differences between the descriptions even though the project descriptions used in our experiments
were similar in terms of their description length, proselint9 score, Grammarly10 readability and total scores, and the
Flesch-Kincaid readability score [70]. This is very interesting because it suggests that the majority of participants
were unaware of any encoded crowd signals, yet they still systematically chose the high treatment condition. Aside
from project descriptions, we found that 27.88% considered the crowd signals. Consistent with experiment 1, more
participants stated that they preferred the high treatment condition (18.96%) over the low treatment condition (8.92%).A
small group of participants (7.06%) chose at random between the two projects and the remaining 10.04% provided
other feedback that could not be classified into the above categories (Figure 4: Right).

Observing competing project descriptions has a small effect on the role of crowd signals. Since many partici-
pants in experiment 2 perceived project descriptions to be an important factor in their decision to contribute to a project,
we tested whether observing two project descriptions instead of one impact the effect of crowd signals on participants’
choices. To investigate the extent to which observing two similar project descriptions affects the influence of crowd
signals, we performed a Chi-squared test that determines whether distributions of participants’ project selections
by treatment condition (as shown in Table 2) differ between experiment 1 and 2. Our findings show that observing
simultaneously two projects lowered the percentage of selecting high treatment condition projects in experiment 2

9www.proselint.com/lintscore
10www.grammarly.com/
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(52.4%) compared to experiment 1 (56.5%) across all project categories (χ2(1, N = 1197) = 11.97, p < 0.01).
Therefore, basic competition between projects has a small effect (φ = 0.099) on crowd signals11.

Participants who are responsive to project and crowd signals are more susceptible to social influence than those
making random selections. Although most participants self-reported that they made their selections based on
project descriptions in the treatment condition of experiment 2, we also tested relationships between actual participant
choices and measurements of altruism, susceptibility to social influence, and interest in project category. Consistent
with the first experiment, an omnibus one-way ANOVA also showed a significant difference in the social influence
scores (F = 7.217, p < 0.001). To further investigate which groups are significantly different from each other, we
performed multiple post-hoc pairwise comparisons using Tukey’s Honest Significant Difference (HSD) test (Table 5).
We observed significant differences in susceptibility to social influence (SSI) mean scores between participants that
selected a project at random and those choosing based on the description (t = 3.443, p = 0.005), high crowd signals
(t = 3.040, p = 0.020), low crowd signals (t = 4.667, p = 0.001), and reasons other than the description or crowd
signals (t = 3.053, p = 0.019). We found no significant difference in SSI scores between any other pair-wise
comparison. Consistent with findings from Experiment 1, participants who selected the low treatment condition were
the most susceptible to social influence, while those that selected a project at random were the least susceptible to social
influence. Even though an omnibus one-way ANOVA also showed a significant difference in the and baseline interest in
project category (F = 3.195, p = 0.024) across participants’ selection groups, post-hoc Tukey’s Honest Significant
Difference (HSD) tests showed no significant differences in pairwise comparisons except between participants that
selected a project at random and those that selected a project for reasons other than the observed project descriptions or
crowd signals (t = 2.863, p = 0.034). The ANOVA found no significant difference in the participants’ altruism scores
across the groups.

Table 5: Post-hoc Tukey Honestly Significant Difference (HSD) test results for one-way ANOVA on participants’
susceptibility to social influence and baseline interest in a project category across different groups based on the coded
open-ended reasons for selecting one contribution list over another. Significant at p-values: ***: 0.001, **: 0.01, *:
0.05

Experiment 2: Post Hoc Tukey test results for ANOVA

Social Influence mean
(group1)

mean
(group2) diff se T p-tukey

High - Low 31.108 37.000 -5.892 2.368 -2.488 0.094
High - Random * 31.108 23.289 7.818 2.572 3.040 0.020
Low - Random *** 37.000 23.289 13.711 2.938 4.667 0.001
Description - High 31.318 31.108 0.210 1.554 0.135 0.900
Description - Low 31.318 37.000 -5.682 2.105 -2.699 0.055
Description - Random ** 31.318 23.289 8.028 2.332 3.443 0.005

6 Discussion

In this paper we sought to shed light on a critical question regarding social signaling on crowdfunding platforms: How
and when are crowd signals linked to funding outcomes? We offer the first systematic large-scale experiment combined
with a qualitative investigation of individual decision-making that investigated whether and under what conditions
crowd signals influence participants’ decision to contribute to crowdfunding projects. Based on controlled experiments
with former users of crowdfunding platforms who have varying levels of susceptibility to social influence and altruistic
attitudes, we presented nuanced evidence that extends previous observational studies and reveals new insights about the
fundamental ways in which potential contributors perceive social signaling via prior contributions.

Our research validated previous findings about the role of non-trivial crowd signals in determining fundraising
success [25, 33]. This new experimental and qualitative evidence substantially refines our understanding of how efficient
social signaling is even when potential contributors do not realize the impact crowd signals have on their decisions. Our
large participant sample also enabled us to provide essential novel insights about when crowd signals work, highlighting
that they are salient among participants that are susceptible to social influence. Taken together, our discoveries establish
the foundations for further theoretical work on mechanisms of social signaling in and beyond crowdfunding.

11Phi φ is a measure of effect size (similar to the correlation coefficient r) for Chi-square tests χ2 and is defined by χ2

n
. A value of

0.1 is considered a small effect, 0.3 a medium effect and 0.5 a large effect.
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We argue that the confluence of individual decision-making, social signaling between crowd members, and emergent
group behavior resulting in the success or failure of projects is essential for the attractiveness and success of crowdfund-
ing. These platforms provide more than financial transactions; they also satisfy people’s social and cognitive needs [56].
For that reason, contributors’ autonomy in choosing meritorious projects, their opportunity to learn from others about
project quality, and their experience of being part of a successful collective are indispensable for positive perceptions
about crowdfunding and the sustainability of this crucial form of crowdsourcing. Our work makes important findings at
this important intersection that has received less attention to date.

Although contributors to crowdfunding campaigns knowingly or unknowingly send signals via their observable actions,
potential contributors are not always cognizant of how this signaling factors into their decision-making, supplementing
observable project attributes. This was the main take-away when contrasting our single description layout (experiment
1) and the layout with two descriptions (experiment 2). While in the former, participants were primed to observe some
role of crowd signals, the latter clearly showed that even though participants still overwhelmingly selected high crowd
signals, unknowingly of this they attributed their choices to higher needs or opportunities to help that they read into
project descriptions.

Further unpacking the link between crowd signals and individual decision-making, we examined participants’ open-
ended responses about why they chose one project over another. We found compelling qualitative evidence for the
reasons why high crowd signals are associated with successful fundraising in observational studies. While existing
studies emphasize the importance of large contribution amounts in signaling funders’ confidence in a project’s potential
success [44, 35, 23], our findings suggest that small contribution amounts make contributors who would prefer to make
modest pledges more comfortable and confident to contribute. In other words, showing a variety of both small and large
contributions can be more beneficial for crowdfunding campaigns than simply showing large contribution amounts as it
increases project’s appeal to more potential funders.

An interesting finding of our analysis is that participants who systematically chose low crowd signals with uniform
contribution amounts and constant inter-contribution event times were, on average, the most susceptible to social
influence (SSI). We believe that the high average SSI score within this group of participants reflects their tendency to
seek information from others when making individual decisions. This conjecture is further supported by qualitative
evidence from participants’ open-ended responses about why they selected low crowd signals. However, despite people
that chose low crowd signals scoring highest on the susceptibility to social influence scale, overall, we observe that
most participants chose consistently high over low crowd signals. In both experiments, we further observed that this
tendency was remarkably robust to different project categories and target amounts. By demonstrating the consistent role
of these signals in project selection, our work lays the groundwork for theory-building in this area of collective action.

6.1 Implications for Crowdfunding Platforms and Users

Our findings have implications for all three major stakeholders involved in crowdfunding: the platforms, project creators,
and potential funders.

Platform maintainers can build on our results to develop crowdfunding sites that harness crowd signals to improve
information acquisition by possible contributors, resource allocation to meritorious projects, and ultimately the long-
term success of their service. Specifically, based on our evidence that non-trivial differences in how the timings and
amounts of contributions are presented to users can significantly affect project outcome, designers should be intentional
about the choice of how many contributions they show and how salient they make the amounts and the arrival times of
funds. Our findings suggest that these design choices are essential, and platforms can build on this new knowledge to
devise ways to promote and support signaling and coordination between funders.

Project creators can also use our results to improve the success of their campaigns. In alignment with prior work that
demonstrates the importance of mobilising a community in crowdfunding [45], our results indicate that project creators
should diversify their outreach efforts towards multiple funder categories. In particular, they should not only target a
few “big funders” to grow the expected level of capital in-flow, but should also reach out to “small contributors” to
increase the fundraising effort’s public appeal. As demonstrated in our paper, showing high variation in contribution
amounts and times can signal a project’s broad appeal across various contributor groups which in turn could make make
the fundraising effort feel more like an authentic community effort. These endeavors can increase a project’s chances of
success and enhance project creators’ effectiveness on crowdfunding platforms.

Finally, our main finding highlighting the essential role of social signaling between prior and potential contributors has
important consequences for funders. Our experiments exposed the impact of specific crowd signals notwithstanding
contributors’ ignorance of their tendency to perceive and react to such signaling during decision-making. This
crucial insight calls for the need to educate platform users to both the positive and negative effects of signaling and
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herding [21, 30, 31]. More broadly, we argue that such information should represent a fundamental part of digital
literacy education efforts in general [76, 77, 78].

6.2 Limitations and future work

Our study has a few limitations that we hope future work can address effectively. First, we investigated one operational-
ization of crowd signals that are associated with successful fundraising. While we relied on extensive prior empirical
work on different platforms to create high and low crowd signals linked to funding outcomes [33, 22, 53], we cannot
exclude the possibility that other crowd signals would also be worth testing experimentally. Whenever further robust
measurements of crowd signaling are discovered, the experiment setup introduced here can serve as a fundamental
approach for new investigation.

Second, we only study the effect of the crowd signals towards the end of the crowdfunding campaign period (i.e., at the
time when 80% of the funds have been raised). It is unclear to what extent this subtle indication that the fundraising
campaign is nearing completion has influenced participants. Further work should investigate how crowd signals
influence participant behavior when contributors are indicated that their contributions are solicited, e.g., at the very
beginning of the crowdfunding campaign period.

Third, it is important to highlight that participants in our study were not spending their own money. While one can
envision experiments that would request participants to spend real funds, these would only be feasible at a small scale
if larger amounts (e.g., $250) were involved. Such big contributions represent the necessary counterpoint to small
amounts, resulting in a high crowd signal. Hence, if the goal was to scrutinize to what extent involving real money
affects participants’ decisions, one would likely need to compromise on the scale of the experiments.

6.3 Summary

In this study, we provided experimental validation of the effectiveness of crowd signals quantifying variation in
contribution amounts and times in predicting fundraising success. We showed with two related experiments that
participants consistently select contribution lists with high crowd signals, even when they attribute their choice to
nonexistent differences in project descriptions. Uncovering the link between crowd signals and individual decision-
making, we showed that the signals are robust to participants’ altruistic tendencies and baseline interest in various project
categories. The above findings improve our understanding of peoples’ preference for certain crowdfunding projects over
others via the (unknown) social signaling that takes place on such platforms. With this, our findings not only provide
novel insights into an essential issue in online capital allocation, but also an open problem in understanding the link
between mechanisms of social influence and success on online platforms. We hope that our results will contribute to the
efficiency of crowd financing and advance further research on mechanisms of social signaling, including outside of
crowdfunding.
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Appendix

Screening Questionnaire

The following questions were used to screen participants.

1. Which one of the following is TRUE about crowdfunding?

(a) Crowdfunding is the practice of financing public and private green investments in environmental goods and
services and prevention of damage to the environment.

(b) Crowdfunding is the practice of funding a project or venture by raising many small amounts of money from a
large number of people, typically via online.

(c) Crowdfunding is an organized social movement to empower developing country producers and promoting
sustainability.

(d) Crowdfunding is a peer-to-peer distributed ledger forged by consensus, combined with a system for smart
contracts and other assistive technologies.

2. Examples of crowdfunding include:

(a) Bing and google
(b) Call a Bike and Uber
(c) Kickstarter and Indiegogo
(d) WeWork and Regus

3. How have you participated crowdfunding?

(a) Contributor
(b) Project Creator / Fundraiser
(c) All of the above
(d) Neither

4. How often do you participate in crowdfunding?

(a) Daily
(b) At least once a week
(c) At least once a month
(d) A few times per year
(e) Never
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